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3D Semantic Correspondence RIST: Rotation-Invariant Local Shape Transform

Experiments — Il. Keypoint Transfer
* Quantitative & Qualitative Results on KeypointNet

* Problem Definition
Given two different shapes P; € RY*3 and
P, € RY*3 of the same semantic category,
find all semantically matching point pairs

SO(3)-invariant mapping
via Local Shape Transform
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{pi, ql}llvzll such that P; € Pl and q; € PZ'

Dec.
}

: : : hared weight
*N' < N; there could be points with no pairs. >hared WEIshts
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* Limitations of Previous Approaches _ °
>
* Impractical assumption of alighed shapes — 8
oN
* Fail to match rotated shapes even with = — Global shape S _,
rotation augmentation during training descriptor Local shape .
l descriptors |
SO(3)-Equivariant Encoding SO(3)-Equivariant Decoding
* Self-reconstruction Loss: Self-supervised training of RIST Shape B — A Shape A - B
e Cross-reconstruction Loss: ' for 3D semantic correspondence! >hape A >hape 8 CPAE ours CPAE ours
Our Contributions Experiments — |. Part Label Transfer
o S h a p e N et Source CPAE Ours GT
»
»
* Local Shape Transform » * Ablation Study on Losses and Model Components
We formulate local shape information of |
. . SR: Self-reconstruction
each point as a novel function called local » CR: Crosereconstruction
shape transform with dynamic input- ED: Equivariant Decoder
dependent parameters. * ScanObjectNN o i o 3 » LST: Local Shape Transform
. . LF: Local Feature
» Self-Supervised Learning for SO(3)- »
Invariant Semantic Correspondence »
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