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• Self-reconstruction Loss:
• Cross-reconstruction Loss:

• Ablation Study on Losses and Model Components

SR: Self-reconstruction

CR: Cross-reconstruction 

ED: Equivariant Decoder
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Self-supervised training of RIST
for 3D semantic correspondence!

• Problem Definition
Given  two different shapes 𝐏! ∈ ℝ"×$ and 
𝐏% ∈ ℝ"×$ of the same semantic category, 
find all semantically matching point pairs 
𝐩& , 𝐪& &'!

"!  such that 𝐩& ∈ 𝐏! and 𝐪& ∈ 𝐏%.

• Limitations of Previous Approaches
• Impractical assumption of aligned shapes
• Fail to match rotated shapes even with 

rotation augmentation during training

• Local Shape Transform
We formulate local shape information of 
each point as a novel function called local 
shape transform with dynamic input-
dependent parameters.

• Self-Supervised Learning for SO(3)-
Invariant Semantic Correspondence
The proposed SO(3)-Invariant local shape 
transform enables a self-supervised 
approach for matching two rotated shapes.

*𝑁! ≤ 𝑁; there could be points with no pairs.
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